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over 100,000 titles

over 11 million titles

over 2 million titles

nearly 50,000 titles

over 100,000 titles

over 11 million titles



Recommendation

Customer

� Too many options. 

� How to choose the right 
one?

Business

� How to increase revenue? 

� How to recommend items 

customers like?



Traditional – Advertisement (Business)

Amazon



Traditional – Recommendation (User)

Newspaper reviews



Traditional – Recommendation (User)

Recommendations / suggestions from friends



Recommender Systems - Example





How to recommend?

� Emulate traditional ‘friendly’ recommendations on 
a large scale.

� Problem – to see whether to recommend you a 
particular item or not.

1. Find similar users – friends; this is based on your prior 
choices.

2. See if they have liked the item (movie, music, clothing, 
etc...) or not.

3. Recommend based on their choice.



User-User Recommendations

From IMDB Top 10 U1 U2 U3 U4 U5 U6 U7 U8

Shawshank Redemption 3.5 2 5 3 - - 5 3

Godfather 2 3.5 1 4 4 4.5 2 -

Pulp Fiction - 4 1 4.5 1 4 - -

The Good, the Bad and the 

Ugly

4.5 ??? 3 - 4 5 3 5

Ugly

12 Angry Men 5 2 5 3 - 5 5 4

The Dark Knight 1.5 3.5 1 4.5 - 4.5 4 2.5

Schindler’s List 2.5 - - 4 4 4 5 3

The Lord of the Rings 2 3 - 2 1 4 - -

The ratings of user’s on popular movies

Want to find U2’s rating on The Good, the Bad and the 

Ugly



User-User Recommendations

From IMDB Top 10 U1 U2 U3 U4 U5 U6 U7 U8

Shawshank Redemption 3.5 2 5 3 - - 5 3

Godfather 2 3.5 1 4 4 4.5 2 -

Pulp Fiction - 4 1 4.5 1 4 - -

The Good, the Bad and the 

Ugly

4.5 ??? 3 - 4 5 3 5

Ugly

12 Angry Men 5 2 5 3 - 5 5 4

The Dark Knight 1.5 3.5 1 4.5 - 4.5 4 2.5

Schindler’s List 2.5 - - 4 4 4 5 3

The Lord of the Rings 2 3 - 2 1 4 - -

To find the ‘similarity’ between users – do not consider 

the item of interest



Finding Similarity (Cosine)

U1 U2 U3 U4 U5 U6 U7 U8

U1
1 0.63 0.86 0.76 0.47 0.75 0.91 0.89

U2
0.63 1 0.56 0.89 0.47 0.86 0.55 0.470.63 1 0.56 0.89 0.47 0.86 0.55 0.47

U3
1 0.61 0.12 0.49 0.79 0.81

U4 
1 0.68 - 0.91 0.80 0.72

U5 
1 0.67 0.49 0.32

U6
1 0.69 0.64

U7
1 0.97



Finding Similarity (Cosine)

We want to find users similar to U2 ...

U1 U2 U3 U4 U5 U6 U7 U8

U1
1 0.63 0.86 0.76 0.47 0.75 0.91 0.89

U2
0.63 1 0.56 0.89 0.47 0.86 0.55 0.470.63 1 0.56 0.89 0.47 0.86 0.55 0.47

U3
1 0.61 0.12 0.49 0.79 0.81

U4 
1 0.68 - 0.91 0.80 0.72

U5 
1 0.67 0.49 0.32

U6
1 0.69 0.64

U7
1 0.97



K-Nearest Neighbour

� 3-nearest neighbours – U6, U1 and U3. 

� Ratings is estimated as a weighted mean 
(weighted by similarity scores), i.e.

0.86 5 0.63 4.5 0.56 3
4.3

0.86 0.63 0.56

× + × + × =
+ +



User-User Recommendations

From IMDB Top 10 U1 U2 U3 U4 U5 U6 U7 U8

Shawshank Redemption 3.5 2 5 3 - - 5 3

Godfather 2 3.5 1 4 4 4.5 2 -

Pulp Fiction - 4 1 4.5 1 4 - -

The Good, the Bad and the 

Ugly

4.5 ??? 3 - 4 5 3 5

Ugly

12 Angry Men 5 2 5 3 - 5 5 4

The Dark Knight 1.5 3.5 1 4.5 - 4.5 4 2.5

Schindler’s List 2.5 - - 4 4 4 5 3

The Lord of the Rings 2 3 - 2 1 4 - -

0.63 0.56 0.86



Summarizing ...

� Filling an unknown rating is a linear interpolation 
problem

� wi,k – normalized similarity weight between user i & k
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� rk,j – user k’s ratings on item j

� R(i) – user’s in the neighbourhood of i





A Toy Example

Users Sherlock Game of 

Thrones

TBBT Modern 

Family

Breaking

Bad

Denny Like Dislike Like Like Dislike

Allan Dislike Like Like Like Dislike

Shirley Like Like Dislike Dislike Like

Paul Dislike Dislike Like Like ???



Classification Problem

� Find Paul’s choice on ‘Breaking Bad’.

� Classification Problem – Supervised Learning

� Features for each sample

� Class labels for each sampleClass labels for each sample

� Item based approach – each item is a sample.



Item Based Classification

� Labels – Paul’s choice on each item

� Features – Denny, Allan and Shirley’s rating on 

Sherlock Game of 

Thrones

TBBT Modern 

Family

Breaking

Bad

-1 -1 +1 +1 ???

� Features – Denny, Allan and Shirley’s rating on 
each item.

Sherlock Game of 

Thrones

TBBT Modern 

Family

Breaking

Bad

+1 -1 +1 +1 -1

-1 +1 +1 +1 -1

+1 +1 -1 -1 +1



Nearest Neighbour

� Given the test sample, find the nearest training 
sample(s).

� Assign the test sample to the class of the nearest 
test sample(s).

� Binary classification problem – Like / Dislike



Hamming Distance

� The Hamming distance between two strings of 
equal length is the number of positions at which 
the corresponding symbols are different.

� The Hamming distance between:

� "karolin" and "kathrin" is 3.

� 1011101 and 1001001 is 2.



Working it out ...

� Hamming Distance between Breaking Bad and 
others.

Sherlock Game of 

Thrones

TBBT Modern 

Family

Breaking

Bad

+1 -1 +1 +1 -1+1 -1 +1 +1 -1

-1 +1 +1 +1 -1

+1 +1 -1 -1 +1

1 1 3 3 0



Solution

� Sherlock and GoT are the nearest to Breaking Bad.

� Based on this observation, Breaking Bad  can be 
assigned a class label to either of these two. For 
our problem it is ‘-1’

� Paul will ‘dislike’ Breaking Bad

Sherlock Game of 

Thrones

TBBT Modern 

Family

Breaking

Bad

-1 -1 +1 +1 -1





How do we choose a movie?

� Genre (Action, Thriller, Western, Drama ...)

� Actor

� Director (Tarantino, Nolan, Bergman ...)

� There are only a few factors that helps decide our 
choice. choice. 

� We may be able to find these factors and match 
them between users and items ...



Content Based Filtering

Preceded Collaborative Filtering.

� From previous (historical) data, find out the 
‘preference’ of users.

� Match the preference with items contents for 
recommendation.



Cons ...

� Content based filtering required the factors to be 
exactly known – privacy issues

� This is not exactly data driven and requires a lot of 
domain knowledge.

� Even then there is a possibility that ‘some factors’ 
were not being considered.



Latent Factor Model

� Assumes that the factors affecting the choices are 
hidden / latent.

� These factors need not be exactly known.

� The item-j is characterized by m-factors

(1) ( 2 ) ( )[ , ,.... ]m T

j j j j
v v v v=

� The user-a is characterized by his / her affinity towards 
these factors

[ , ,.... ]
j j j j

v v v v=

(1) ( 2 ) ( )[ , ,.... ]m T

i i i i
u u u u=



Mathematical Formalism

� Latent factor model assumes that the rating of a 
user on an item is just an inner-product of the 
users’ and items’ latent factors.

,
T

i j i jr u v=



Biases

� Some user’s are critics, some are over positive 
(e.g. U6). Critics tend to rate lower than the 
average

� Negative user bias

� Similarly items like Titanic or Lord of the Rings, � Similarly items like Titanic or Lord of the Rings, 
tend to get rated higher than normal.

� Positive item bias



Baseline /Bias Modelling

� Global mean μ

,i j i jr b bµ= + +

� User bias bi- observed deviation for user ‘i’

� Item bias bj- observed deviation for item ‘j’



Baseline Estimation

� Potter Estimation
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Formal Combined Model

� Combined Model = baseline + interaction

� How do we use this model for prediction?

, ( , ) T T
i j i j i j i jr baseline i j u v b b u vµ= + = + + +



Estimation

� Estimation of various parameters is formulated as: 

� This can be divided into following sub-problems ...
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SVD Algorithm (misnomer!)

� In each iteration, compute a prediction

� Next, compute the prediction error

� Now compute the different parameters,

,ˆ( )i jr

, , ,ˆ( )i j i j i je r r= −

,( )i i i j ib b e bγ λ← + −

� As you notice this is a stochastic gradient descent 
algorithm, ei,j is the gradient and λ is the step-size.  
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A holistic view

� The matrix of interactions
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A low-rank model

� The matrix of ratings can be expressed as:
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� According to our assumption, the matrix (Z – bias 
corrected) is of low rank (m).



Matrix Factorization

� SVD-CF is a crude one shot technique

� Better way to approach the problem ...

� Solve it via Alternating Least Squares

( )Y M Z M UVη η= + = +⊙ ⊙

� Solve it via Alternating Least Squares

0
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NNMF

� The ratings are always positive. So one can impose 
non-negativity constraints - NNMF 

� The simplest algorithm for NNMF is to project onto 
the space of positive numbers in every iteration

:Init U

� However this does not apply after bias correction

0

2

1

2
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min ( ) ;
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k k k kFU
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U Y M UV U U
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RMF

� MF and NNMF solve the least squares problem

� This may result in over-fitting. The easiest way to 
prevent over-fitting is to add Tikhonov type 
regularization terms for each variable.

2

,
min ( )

FU V
Y M UV− ⊙

� The sub-problems are still quadratic and hence 
easy to solve.

( )2 2 2

,
min ( )

F F FU V
Y M UV U Vλ− + +⊙



Sparsity in Item Matrix

� We have the matrix factorization model

� The user matrix is dense – human beings have 
interest in all factors.

( )Y M UV η− +⊙

interest in all factors.

� But the item matrix is sparse – an item cannot 
possess all qualities simultaneously.



BCS Type Formulation

� The prior model of RMF is not the best as it 
returns a dense item matrix

� We can impose sparsity on the item matrix:

( )2 2 2

,
min ( )

F F FU V
Y M UV U Vλ− + +⊙

� We can impose sparsity on the item matrix:

� This is similar to the Blind Compressed Sensing 
formulation.

( )2 2

1,
min ( )

F FU V
Y M UV U Vλ− + +⊙



Elastic-Net BCS

� Some of the factors are always related, e.g. A 
Jason Statham movie (actor) is most likely to be a 
‘thriller’ or ‘action’. 

� Such factors (actor / genre) are sometimes related.

� L1-norm fails to account for selection of related 
variables. An Elastic-Net formulation (additional variables. An Elastic-Net formulation (additional 
L2-norm) accounts for that.

H. Zou and T. Hastie, “Regularization and variable selection via the elastic net”, J. 

Royal Statist. Soc. B., Vol. 67 (2), pp. 301-320, 2005.

( )2 2 2

1 2 1,
min ( )

F F FU V
Y M UV U V Vλ λ− + + +⊙



Some Results

Algo MAE RMSE Time (in sec)

SGD – Koren Bell 0.7432 0.9421 150.34

BCS-CF 0.7215 09241 2.67

eNet-BCS - CF 0.7178 0.9162 2.67

Error Measures for 100K Dataset – 5 fold cross 

validation

eNet-BCS - CF 0.7178 0.9162 2.67

Algo MAE RMSE Time (in sec)

SGD – Koren Bell 0.6956 0.8763 1262.5

BCS-CF 0.6762 0.8697 31.36

eNet-BCS - CF 0.6757 0.8636 33.42

Error Measures for 1M Dataset – 5 fold cross 

validation



CF as Matrix Completion

� The ultimate goal is to fill the ratings matrix – we 
do not need the user and the item latent factor 
matrices.

� Indeed, we can directly solve

Y M R η= +⊙

� This is an under-determined problem with 
infinitely many solutions.

� But ... We know that Z is low-rank (rank m)



Solution ...

� Ideally one solves the rank minimization problem 
... 

� However, this is an NP hard problem ...

2
min ( ) such that 

FR
rank R Y M R ε− ≤⊙

� However, this is an NP hard problem ...

� Instead one is almost guaranteed a solution by 
relaxing the problem to Nuclear Norm 
minimization

2
min  such that 

NN FR
R Y M R ε− ≤⊙



SVD Free Matrix Recovery

� The main challenge is to compute the SVD in every 
iteration of the SVS.

� Substitute the Nuclear norm by its equivalent Ky-
Fan norm

1

2( )T

NN
X Tr X X=

� Leads to a quadratic problem. 

� Can be efficiently solved using Cholesky 
decomposition.



Some Results

Algo MAE Time (in sec)

SGD – Koren Bell 0.7432 150.34

Matrix Completion 0.7391 61.5

SVD Free MC 0.7400 61.5

Error Measures for 100K Dataset – 5 fold cross 

validation



Divide-and-conquer

� Split the ratings matrix into a number of column 
sub-matrices.

� Complete each column sub-matrix using some 
matrix completion / factorization technique.

� Combine these column sub-matrices into a full 
matrix by projecting them onto the column-space 
of a randomly chosen sub-matrix.



Some Results

Algo MAE Time (in sec)

eNet-BCS 0.7178 2.67

eNet-BCS – D&C 0.7181 0.78 (4 partitions)

Result for Divide and Conquer on 100K dataset

Algo MAE Time

eNet-BCS – D&C 0.6185 170.61

APG 0.6307 276.05

OptSpace 0.6437 1159.89

SVT 0.6645 265.74

Results for 10M dataset



Incorporating Metadata

� During the ‘sign up’ process the portal collects 
demographic information about age, sex, 
occupation etc.

� Similarly metadata is associated with items as well 
(actors, director, genre etc.)

� How to use this metadata information to improve 
collaborative filtering?

� So far only used to address the ‘cold-start’ problem. 



Similarity inducing penalty

� Remember Fisher Linear Discriminant Analysis –
reduce within class scatter and increase between 
class scatter.

� One can assume that similar groups (say age, sex, 
occupation) will have similar tastes. 

� Introduce a penalty that minimizes within class � Introduce a penalty that minimizes within class 
tastes.

22
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Some Results

Algo MAE

MC-group (Age) 0.7264

MC-group (Occu) 0.7310

MC-group (Age-Occu) 0.7206

BCD-NMF 0.7582

Algo MAE

MC-group (Age) 0.6772

MC-group (Occu) 0.6812

MC-group (Age-Occu) 0.6749

BCD-NMF 0.6863

MAE for 100k Dataset MAE for 1M Dataset 

BCD-NMF 0.7582

Graph-NMF 0.7577

BCD-NMF 0.6863

Graph-NMF 0.7233

BCD-NMF is the state-of-the-art baseline

Graph-NMF is the only previous technique that accounted for 

metadata



Using Class Label Consistency

� Borrow ideas from supervised learning.

� We can group together users/items by assigning 
them class labels based on available metadata. 

� Users belonging to same age group or occupation 
form one class; items sharing a genre clubbed 
together – Each can belong to multiple classestogether – Each can belong to multiple classes

� Introduce class label consistency terms in MF 
framework – ensuring recovered latent factor 
vectors consistent with the class label information



Using Class Label Consistency

� W capture class label information for users

iff user        class      else

� Similarly, Q defined for items

( ) 2 2 2 2

1, , ,
min u v u vF F FFU V C A

Y M UV U V W UC Q AVλ λ µ µ− + + + − + −

, 1;i jW =  i ∈ j , 0i jW =

� Similarly, Q defined for items



Some Results

Algo MAE

BCS-User 0.7316

BCS-Item 0.7253

BCS-User-Item 0.7239

BCD-NMF 0.7582

MAE for 100k Dataset MAE for 1M Dataset 

Algo MAE

BCS-User 0.6796

BCS-Item 0.6721

BCS-User-Item 0.6709

BCD-NMF 0.6863BCD-NMF 0.7582

Graph-NMF 0.7577

BCD-NMF 0.6863

Graph-NMF 0.7233

Item Metadata and grouping better able to capture the 

classification information than user metadata 

Combining item and user information simultaneously 

improves accuracy further


